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Fast K-nearest neighbors searching
algorithms for point clouds data of 3D

scanning system1

Zhang Fan2, 3, Tan Yuegang2, 4, Dai Cong2, 5

Abstract. The quality of 3D model reverse engineering is affected directly by the processing
efficiency of 3D scanning point cloud data. In view of the inefficiency of traditional K-nearest
neighbors search algorithm, the enhanced adaptive spatial sphere search algorithm is proposed.
The small grid side length is determined by the correlation of point cloud density and the small
grid division method is also improved. By using the scaling factor between K value and the point
number in the spatial sphere, the expansion radius of spatial sphere is determined. The adaptive
spatial sphere expansion method is implemented to obtain the appropriateK domain. The efficiency
of the improved algorithm is analyzed by different grid division, different point number in grids
and different K values.
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1. Introduction

With the rapid development of modern science and technology, reverse engineer-
ing plays a more and more role in the manufacturing industry. It has been widely
used in the fields of cultural relic’s protection, biological medical technology, mold
design and manufacture [1]. However, due to the high measurement accuracy, the ac-
quired point clouds data is far more than the actual need for surface reconstruction.
The redundant data will consume a lot of storage space, increase the computation
amount and decrease the reconstruction precision.
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Due to the lack of topological geometry information, the feature information,
such as curvature, normal vector et al. isall needed. So, the K-nearest neighbors’
points should be obtained. The purpose ofK-nearest neighbor search is to obtain the
K-th nearest point of Euclidean distance which can provide fast neighborhood point
search for outlier detection, point cloud simplification and surface reconstruction
[2].For general data point sets, the K domain points are obtained by calculating the
distance between all points in the point set. The distances are sorted from small to
large to get the points corresponding to the first K minimum distances. However,
due to the large amount of 3D point cloud data, it will cost lots of time and resources
in this way, which will affect the efficiency of the cloud data processing seriously. To
solve this problem, the improved K-nearest neighbor search algorithm is proposed.

In literature [3], the K-nearest neighbor points are searched by the dynamic
mesh. All points are sorted in the X, Y and Z direction and the index in positive
and negative direction of each axis are obtained to construct the point set. But
the step length of this algorithm is sensitive. Based on the space partition strategy,
the point cloud data space is divided into small girds. Then, the k-th points are
searched in the grids. But if there are not enough points, it needs to be expanded
to 27 small grids [4]. The grid division method is improved by some scholars. The
k-th points are searched in the spatial sphere (space ball grid) [5]. The number of
required small grid is reduced, but the expansion of space radius is not ideal and the
stability of the algorithm is not high. Combination the advantages of dynamic mesh
and small grid, after the division of the small grid, the dynamic mesh is used to
get the K nearest points in the small grid. The time complexity is reduced, but the
search efficiency is easily affected by the size of small grid [6]. Therefore, on the basis
of the small grid division method, an adaptive spatial sphere K nearest neighbors
search algorithm is proposed [5]. According to the point cloud data density, the size
of the initial spatial sphere is determined. The points inside the cube of the space
ball are counted as the candidate points for K nearest neighbor search [7]. But the
adaptability is low as the fixed expansion way of the space ball. These methods are
applied in the clustering analysis and achieved good results, but the parameter K
is easy to be affected by the noise signal.

Due to the huge amount of the point cloud data, it is a very time-consuming
processing to obtain the K nearest neighbors for each point. So, it is necessary to
adopt a new method to improve the search efficiency. In this paper, the improved K
nearest neighbor search algorithm based on the adaptive spatial sphere is studied.

2. Point cloud data processing flow

The working flow of the 3D scanning system includes two parts: calibration
and scanning. In the calibration process, based on the feature points of the world
coordinates and image coordinates in the checkerboard, the internal and external
matrix parameters of the camera is calculated. In the scanning step, based on
the calibration parameters and the 2D image coordinates, the point cloud data is
obtained from the laser profile of the scanning mode surface. The rotating platform
is actuated by the motor from 0 to 360 degrees, and the extracted data is combined
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to form the 3D point cloud model. The data processing flow is shown in Fig. 1.

Fig. 1. 3D scanning data processing flow

3. Fast K-nearest neighbors search algorithm

3.1. Point cloud data grid division

The total number of the point cloud data in the laser scanning system isN , the co-
ordinate interval of the X, Y , Z axis are: [xmin, xmax], [ymin, ymax] and [zmin, zmax].
Then, the length, width and height of the smallest cuboid bounding box of the point
cloud data is shown in formula (1). If the point cloud is evenly distributed, the side
of the small grid for each point in the cube is in formula (2) xwidth = xmax − xmin

ywidth = ymax − ymin

zwidth = zmax − zmin

, (1)

Lorginal =
3

√
xwidth × ywidth × zwidth

N
. (2)

All point data are assigned to the corresponding small grid according to the
coordinates, the number of small grids is Np. The actual density of the point cloud
is

ρ =
N

Np ∗ L3
oginal

. (3)

The point number in the small grid is kn, the length of the cube surrounding is

Lfinal =
3

√
kn

ρ
. (4)

For the point (x, y, z), the indexes of the axis x, y, z in the small grids are i = floor((x− xmin)/Lfinal)
j = floor((y − ymin)/Lfinal)
k = floor((z − zmin)/Lfinal)

. (5)
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3.2. Implementation of the K-nearest neighbor algorithm

3.2.1. Initial radius of space ball After the small grid division, the serial number
is determined by calculating the index of x, y, z directions in the corresponding small
grid. Then, the ordinal number of all the points in the small grid is obtained.

r = 0.5 ∗ Lfinal ∗ 3

√
k

Nc
. (6)

3.2.2. Candidate points of the K-nearest neighbor Taking the search point as
the point center, the initial range of dynamic ball is determined by radius and the
center. The points in the ball are the candidate points.

3.2.3. K-nearest neighbor search

1. Calculate the initial radius of the space ball and obtain the index of all cube
small grids covered by the spatial sphere.

2. Calculate the distance between the point to be searched and every point in the
covered and not-marked small grid. Then, the small grid will be marked.

3. The point number in the covered small grid is Nw. If Nw < k, the radius of
the space ball should be increased a, so the new radius is: r ·a. Then, continue
the steps 1-3 until Nw > k. The threshold b is used to avoid the infinite cycle
when a− 1 ≈ 0. If a < b, then a = b. If Nw > k, continue the next step.

4. Traversal the distances between the point to be researched and the Nw candi-
date points. Search the points in the space ball; if the distance is less than r,
the number of the points in the ball is Ns. If Ns < k, the updated radius is
r · α. Then, loop performs step 1 to 4 until Ns > k.

5. When the point number Ns inside the space ball are greater than k, the Ns

points are ordered from small to large. The front k points are the K-nearest
neighbor points. Also, the marked small grid will be removed.

The K-nearest neighbor search of the point cloud data can be completed by
traversing all the points processed by step 1–5.

4. Experiment and analysis

The experimental platform is: Core i5 CPU, 3.20GHz, 4GB Memory, OS: 64 bit
Windows 7. The point cloud model is shown in Fig.2.

Experiment 1: By this algorithm, not only the candidate point selection and the
space ball expansion method are improved, but also the small grid division way is
improved. The differences between the traditional small grid division method and
the improved algorithm are compared. Using the model 10% re-sampling in Fig. 2(c)
and the neighbor value K = 10, the experimental results are shown in Table 1. The
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Fig. 2. Point cloud model: (a) N = 231623, (b) N = 110358, (c) Resample 10%
N = 23163, (d) Resample 20% N = 46325

Table 1. Algorithm efficiency comparison between different grid divisions

Grid division method Point number in
the small grid

Side length of the
grid

K-nearest neighbor
search time (ms)

Improved algorithm

0.5 1.378 1.581

1 1.736 1.628

2 2.187 1.761

4 2.756 1.939

8 3.472 2.105

16 4.376 2.176

Traditional algorithm

0.5 2.716 1.915

1 3.422 2.090

2 4.312 2.138

4 5.432 2.240

8 6.844 2.708

16 8.623 3.634

small grid side length is different with the equal number of points in the grid. So,
the side length of the small cube grid is affected by different division methods. The
K-nearest neighbor time is close to each as long as the side length is similar.

Experiment 2: The K-nearest neighbor search efficiency is compared in different
K values, different point numbers in the small grids and different models. The
testing models are shown in Fig. 2(a)-(d). In order to avoid the influence of different
small grid division methods, the same improved grid division algorithm is used.
The K-nearest search time of each point is shown in Table 2. From the table, the
stability of the proposed algorithm is better than the traditional space ballK-nearest
algorithm in the number of Kn. The time consuming amplification for searching the
K-nearest points of the improved algorithm is smaller than the traditional method.
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Table 2. Algorithm efficiency with different kn, K and model

Alg. Model k Point number in the small grid kn

1 3 5 7 9 11 13

Im
pr
ov
ed

al
go
ri
th
m

3.2(a)
N=231623

10 0.490 0.478 0.491 0.516 0.540 0.558 0.576

20 0.648 0.606 0.628 0.667 0.685 0.704 0.729

50 1.289 1.093 1.084 1.118 1.127 1.158 1.181

3.2(b)
N=110358

10 0.424 0.401 0.413 0.421 0.433 0.450 0.451

20 0.651 0.578 0.580 0.596 0.606 0.618 0.629

50 1.188 0.990 0.988 0.978 0.989 1.036 1.012

3.2(c)
N=23163

10 0.432 0.396 0.413 0.422 0.445 0.496 0.472

20 0.663 0.591 0.594 0.604 0.620 0.641 0.658

50 1.276 1.033 1.028 1.016 1.039 1.045 1.053

3.2(d)
N=46325

10 0.440 0.423 0.436 0.454 0.462 0.485 0.491

20 0.666 0.589 0.601 0.605 0.627 0.638 0.652

50 1.249 1.032 1.042 1.018 1.046 1.032 1.071

T
ra
di
ti
on

al
al
go

ri
th
m

3.2(a)
N=231623

10 1.881 2.163 2.352 2.387 2.504 2.598 2.665

20 2.654 3.103 3.331 3.449 3.552 3.638 3.731

50 6.762 6.384 6.978 7.319 7.796 7.933 8.107

3.2(b)
N=110358

10 1.595 1.791 1.847 1.778 1.796 1.831 1.852

20 2.689 3.078 3.291 3.470 3.527 3.586 3.610

50 6.064 6.165 6.646 6.980 7.412 7.691 7.820

3.2(c)
N=23163

10 1.521 1.751 1.920 1.951 2.048 2.056 2.068

20 2.505 2.866 3.078 3.221 3.403 3.531 3.586

50 6.177 5.728 6.122 6.522 6.771 7.058 7.258

3.2(d)
N=46325

10 1.544 1.831 1.923 1.997 2.063 2.075 2.127

20 2.593 2.962 3.214 3.414 3.568 3.642 3.738

50 6.171 5.903 6.262 6.743 7.008 7.221 7.398

At the same K value and the same point number in the grid, the time consuming
is different with different model or different sampling rates. But the difference is
small between different models. In the same model, the same K value and the same
point number in the small grid, the improved algorithm is better than the traditional
space ball K-nearest neighbor method in the searching time and efficiency.
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5. Summary

Aiming at the efficiency of 3D scanning point cloud data processing, though the
experimental test of the improved K-nearest neighbor algorithm, the conclusions
are:

1. The density of the point cloud data is larger than that of the original grid
division. So, if the point number is equal, the side length of the small grid
is smaller than the traditional algorithm. Under the smaller side length, the
average K-nearest neighbor search time will be reduced greatly.

2. The points inside the small grid of cubes covered by a space ball are used as the
candidate data. The calculation and sorting of redundant points are reduced.
The fixed radius increasing ratio method is improved. The expansion ratio of
the space ball is determined by the ratio of the value K and the point number
in the space ball. The number of expansion and the processing workload are
reduced. So, the efficiency of K-nearest neighbor algorithm is improved.
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